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ABSTRACT : A vehicle logo occupies a small proportion of a car and has different shapes. These 

characteristics bring difficulties to machine-vision-based vehicle logo detection. To improve the accuracy of 

vehicle logo detection in complex backgrounds, an improved YOLOX model was presented. Firstly, the Swin 

Transformer structure is introduced to replace part of the CSP structure to improve the backbone feature 

extraction network to make the model better. Secondly, in order to highlight the local key features and prevent 

the loss of vehicle logo information, combined with asymmetric convolution, a CSPAC structure is proposed to 

replace the original CSP structure of the network neck. Finally, a Bicat feature fusion method is proposed to 

enhance the detection model 's learning of channel features with stronger expression ability, and focus on 

vehicle logo information with high-weight channels to strengthen the network 's learning of vehicle logo 

features. Experimental results showed that the average accuracy of all categories in the VLD-45 dataset was 

64.21%, which was 5.86% higher than the original model. It indicated that the improved model could perform 

well in vehicle logo detection. 

KEYWORDS  -Vehicle logo detection, Small object detection, Transformer, Asymmetric Convolution, 

Attention mechanism 

 

I. INTRODUCTION 

With the development of science and 

technology, intelligent transportation system has 

become an important part of people 's life. Vehicle 

information detection is an important branch of 

intelligent transportation systems. As one of the 

important pieces of information about vehicles, the 

vehicle logo has characteristics obvious and 

diffificult to replace, so its recognition is of great 

signifificance. Vehicle identification plays an 

important role in maintaining traffic safety and 

security management. Vehicle logo is a key symbol 

of automobile manufacturers. It carries important 

information of vehicle identification and is difficult 

to forge. Therefore, accurate identification of vehicle 

logos helps to supplement vehicle information and 

plays an important role in traffic accidents and 

automobile-related crimes. 
The existing vehicle sign recognition 

methods are mainly divided into two categories, 

based on traditional machine learning methods and 

based on depth. Traditional machine learning 

methods train detectors by designing different hand-

crafted features. However, the specially designed 

detector is not enough to complete the identification 

of so many types of vehicle logos in a complex 

natural environment. In recent years, object 

detection methods based on deep learning have 

dominated computer vision tasks. Some deep 

learning frameworks have been applied to vehicle 

sign detection. 
Although the current deep learning model 

has achieved some results in the field of vehicle logo 

recognition, there are still some problems in its 

recognition and classification. The vehicle logo 

makes up only0.1% to 1% of the overall image. The 

small size has a signifificant impact on the feature 

extraction of the target. Further, due to the effects of 

light intensity, shooting angle, vehicle location and a 

large amount of background interference 

information in the natural environment, the detector 

must meet higher standards than mainstream 

detectors. Finally, the shape of the vehicle logo is 

different, and the irregular shape brings great 

difficulty to the detection. These factors lead to the 

low accuracy of the existing vehicle sign target 
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detection method based on deep learning. Therefore, 

a target detection method that can effectively 

identify vehicle signs in the natural environment is 

needed. 

To solve the above problems, a vehicle logo 

recognition method based on the improved 

YOLOX[1] model is presented in this paper. This 

method is suitable for common vehicle logo 

detection under complex backgrounds, as it has a 

better generalization ability and robustness. In 

particular, an effective solution is proposed for the 

recognition of small-scale objects, irregular shapes, 

and complex backgrounds. The main contributions 

of this work are summarized as follows: 1.Swin 

Transformer Block is introduced to enhance the 

network 's ability to focus on global features and 

reduce the interference of background information 

on vehicle sign detection tasks. 2.The CSPAC 

module is designed to improve the convolution 

method of the neck, expand the receptive field in the 

process of strengthening feature extraction and make 

the network pay more attention to the key features of 

the vehicle logo, reduce the omission of features, 

and improve the low detection accuracy caused by 

the complexity and diversity of the vehicle logo. 

3.Combined with BiFPN, a Bicat feature fusion 

method is proposed, which is equivalent to using the 

attention mechanism in the network to solve the 

problem that the logo occupies fewer pixels and is a 

small target. 

 

II. RELATED WORK 

The current vehicle sign detection methods 

with better results include traditional machine 

learning methods and deep learning methods. In the 

early stage of vehicle logo detection research, most 

of the traditional manual feature extraction methods 

are used for vehicle logo detection. Firstly, the 

vehicle logo is described by histogram, texture, 

invariant moment and other features, and then the 

machine learning algorithm is used to identify and 

detect the vehicle logo.Pan[2] proposed a fast and 

reliable vehicle logo detection method, which 

combines Haar-like features(Haar) features and 

Histograms of Oriented Gradients(HOG)[3]. 

Thubsaeng[4] proposed a new method for detecting 

and recognizing vehicle signs from front and rear 

view images of vehicles. This method is a two-stage 

method that combines Convolutional Neural 

Network(CNN) and pyramid histogram of oriented 

gradients(PHOG) features. Zhao[5] proposed to 

increase the invariant moment feature to improve the 

recognition effect for the problem of vehicle logo 

recognition under weak light conditions. Peng[6] 

proposed a new feature representation strategy, 

strategy random sparse distribution(SRSD), for low-

resolution and low-quality images collected in 

intelligent transportat systems. Yu[7] constructed a 

new vehicle logo recognition dataset(HFUT-VL), 

and proposed a new vehicle logo recognition method 

based on this dataset. The vehicle logo detection 

method based on traditional features is simple and 

efficient, but there are few types of vehicle logos 

that can be detected. There is no way to accurately 

detect and identify most of the common types of 

vehicle logos in daily life. On the other hand, the 

method of artificially extracting vehicle logo 

features has low mobility and insufficient 

robustness, which is difficult to meet the actual 

application requirements. 

The rapid development of deep learning 

provides a new idea for the task of automatic and 

accurate recognition of vehicle signs. The 

application of deep learning model to vehicle logo 

detection has achieved good results. The vehicle 

logo detection method based on deep learning does 

not need to manually design features, but 

automatically learns vehicle logo feature expression 

from image data. 

Some studies have chosen to improve the 

accuracy of vehicle sign detection from the pre-

training strategy. Huang[8] migrated the 

convolutional neural network to the vehicle logo 

recognition task, and introduced a pre-training 

strategy to achieve breakthrough detection results on 

a large-scale 10-category data set. Li and Hu[9] also 

proposed a vehicle logo detection method with pre-

training strategy. They used the Hadoop framework 

to preprocess the data and trained a deep 

convolutional neural network model for logo 

detection. However, this improved method has a 

high dependence on the data set, and it is difficult to 

solve the problem of vehicle logo detection in 

essence. 

In recent years, the research on vehicle logo 

detection is mainly based on improving the deep 

learning network structure. Scholars have proposed a 

vehicle logo detection network framework with 

higher and higher detection accuracy. Yu[10] 

proposed a two-stage vehicle logo recognition and 

detection framework based on cascaded deep 

convolutional neural networks. This method does 

not need to rely on the detection of the license plate 

to locate the vehicle logo, but can directly detect the 
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vehicle logo, which solves the problem of machine 

learning method to detect the vehicle logo. Yu[11] 

proposed a Multilayer Pyramid Network Based on 

Learning(MLPNL). The network considers multiple 

resolutions to extract valuable features, thereby 

improving the performance of the model in vehicle 

logo detection tasks. Liu[12] proposed a vehicle 

logo recognition method based on enhanced 

matching, constrained region extraction and 

SSFPD(single-shot feature pyramid detector) 

network. Firstly, the method detects the constrained 

area based on Faster-RCNN and extracts the 

information of the front and rear of the vehicle. 

Then, in the training process, data enhancement is 

performed by copying and pasting the vehicle logo 

multiple times in the constrained area. Finally, based 

on the Res Next network, the SSFPD network is 

improved to extract features and generate feature 

maps. The literature method improves the accuracy 

of small target detection by improving the 

characteristics of small target. However, there are 

also some limitations. The data set used in the 

experiment has only 13 types of vehicle logos, and 

the applicable scenarios are limited. Lu[13] 

proposed a new category-consistent deep learning 

network framework for accurate vehicle logo 

detection and recognition. The model framework 

proposed in this paper mainly includes two parts. 

The first part is a new feature extraction 

network(VLF-net) to extract vehicle logo features, 

which extracts hierarchical features by considering 

the high-level and low-level features of the image. 

The second part is a new category-consistent mask-

learning module(CCML), which helps the 

framework focus on type-consistent regions. The 

proposed category consistent mask learning module 

can learn the category area without knowing the 

accurate vehicle logo area, so that the network can 

focus on this area. The detection framework 

proposed in this paper has shown good performance 

on several public datasets. The outstanding 

contribution is to avoid license plate detection and 

no longer rely on the labeling of artificial bounding 

boxes. However, this method can only identify the 

sign from the front image of the vehicle, which has 

high requirements for the quality of the input image, 

and the limitation of the detection task is large. 

From the above results of using deep 

learning methods to study vehicle sign target 

detection, it is not difficult to find that the type and 

number of vehicle images in the data set used also 

play an important role in the research process. 

Therefore, Xia[14] extended the vehicle logo 

recognition data set of Xiamen University and 

studied it with the extended data set. They proposed 

a method that combines CNN with multi-task 

learning to identify and predict vehicle logos. Ke 

and Du[15] optimized the data for the problem of 

small logo area and small number of pictures in the 

data set, and proposed three logo data enhancement 

strategies. The cross sliding segmentation method is 

used for the problem of small data sample size. In 

order to expand the area of the logo in the image, a 

small border method is proposed. A vehicle logo 

segmentation method based on Gaussian distribution 

is proposed to enrich the position difference of 

vehicle logo in the image. These optimization 

methods reflect the characteristics of the vehicle 

logo better than the previous traditional methods. 

They used these methods to optimize the original 

data set and tested the enhanced data set under some 

target detection frameworks, and achieved good 

detection results. Liu[16] proposed a large-scale 

vehicle logo benchmark dataset(VLD1.0), which 

contains 66 categories, covering images with 

different lighting conditions and resolutions. 

However, the number distribution of each type of 

vehicle logo image in the VLD1.0 data set is not 

balanced, which affects the comparative judgment of 

each type of vehicle logo detection results. Yang[17] 

constructed a new VLD-30 dataset for vehicle logo 

detection and recognition, and proposed a fast 

vehicle logo detection model. Based on the VLD-30 

data set, Yang’s team[18] continued to expand the 

data set and enrich the types of vehicle logos in the 

data set, and proposed a 45-class large vehicle logo 

data set (VLD-45) for vehicle logo recognition and 

detection. This paper evaluates the VLD-45 dataset 

using existing classifiers and detectors. The 

experimental results show that the data set 

constructed in this paper has very important research 

value for small target detection tasks. 

In summary, although the method based on 

deep learning has achieved good results in vehicle 

logo detection, the accuracy of small target 

recognition in complex environments still needs to 

be improved. In recent years, more and more 

scholars began to study the method of small target 

detection. Li[19] proposes an adaptive point for the 

problem of small air targets and chaotic 

environment. Aiming at the problem of low 

efficiency of small target detection, Yang[20] 

proposed a new query mechanism to speed up object 

detection based on feature pyramid. Akshatha[21] 
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proposed a pedestrian detection dataset(Manipal-

UAV) for the problem of small target detection with 

few public datasets. Zhong[22] proposed a multi-

scale contrast enhancement method for infrared 

small target detection. The detection of vehicle logo 

belongs to small target detection. The research of 

vehicle logo detection method is helpful to promote 

small target detection. The VLD-45 data set is a data 

set with rich types and a large number of images in 

the current vehicle logo data set. Most of the vehicle 

logos in the data set belong to small targets, so this 

paper will propose a method for the VLD-45 data 

set. 

III. METHODOLOGY 

3.1 Model Overview 

A vehicle logo recognition model based on 

YOLOX is presented in this paper. YOLOX is an 

open-source high-performance detector, and its 

researchers used YOLOv3[23] as the baseline model 

to propose YOLOX. YOLOX cleverly integrates 

excellent progress in the field of target detection 

such as combined decoupling head, data 

enhancement, and no anchor frame. This model 

mainly includes three modules: backbone (CSP 

Darknet), neck (path aggregation network PAN and 

feature pyramid FPN) and head (YOLO Head). 
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Figure 1. YOLOX Structure 

 

The structure of the YOLOX model is 

shown in Figure 1. Each part of the model is marked 

with blue letters and numbers, and the three main 

parts of the structure of YOLOX are divided. Firstly, 

the preprocessed image is input into the main feature 

extraction network CSP DarkNet for feature 

extraction. Then, the output features of the second, 

third and fourth CSP[24] structure layers (C5, C7 

and C10 in Figure 1) of the feature extraction 

network are obtained as three-scale output features. 

Then, the three feature layers obtained are input into 

the feature fusion network (Neck part in Figure 1) 

for feature fusion, and the feature extraction is 

strengthened to obtain the three-scale features after 

repeated feature fusion and full extraction of 

information. Finally, the three-scale features are 

input into the detection layer(YOLOHead part in 

Figure 1), and the final network weights are obtained 

by calculating the loss function. 
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Figure 2. Structure of the improved 

YOLOX model 

 

According to the characteristics of the 

vehicle logo detection task, the YOLOX target 

detection is improved, and the improved model 

structure is shown in Figure 2. In order to facilitate 

the introduction of the improved model, each 

module is marked with blue on the left side. 

Specifically, the improvement part includes: Swin 

Transform Block[25] is used instead of C5 and C7; 

The CSP structure(CSPB3 in the graph) in the neck 

enhancement feature extraction network is improved 

to the proposed CSPAC structure ; At N10, the 

original Concat feature fusion method is no longer 

used, but a simple attention mechanism is added to 

the feature channel(Bicat Method). 
 

3.2ST-Darknet feature extraction network 

The backbone feature extraction network of 

the original YOLOX is composed of a series of CSP 

modules and convolutional layers. The ordinary 
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convolution layer is a local operation, which is 

usually limited to modeling the relationship between 

adjacent pixels. The continuous stacking of CNN 

makes the network pay more attention to local 

information to a certain extent. The shape of the 

vehicle logo is diverse and complex, and the 

background information of the vehicle logo in the 

image is very complex. It is difficult to detect and 

identify the vehicle logo simply by local features, 

and it is difficult to achieve the ideal detection 

effect. Vision Transformer (ViT)[26]can obtain 

global modeling ability through global self-attention, 

which can improve the limitations of ordinary 

convolution. Due to the single size and low 

resolution characteristics of ViT processing, the 

characteristics of multi-scale features are weak. 

From the perspective of computational complexity, 

the computational complexity of global self-

attention is twice the square of image size. Swin 

Transformer combines the design concepts and prior 

knowledge of many convolutional neural networks 

to calculate self-attention within a small window. 

Therefore, as long as the window size is fixed, the 

complexity of self-attention calculation is also fixed. 

Therefore, the total computational complexity is 

controllable, which reduces the length of the 

sequence and reduces the computational complexity. 

MLP

LN

W-MSA SW-MSA

LN

MLP

LN

LN

Figure 3. Swin Transformer Block Structure 

 

Therefore, the original backbone feature 

extraction network is combined with Swin 

Transformer Block to reconstruct a new feature 

extraction network ST-Darknet. The feature 

extraction network thus obtained can also pay 

attention to local features. The combination of local 

features and global features can better extract 

vehicle logo information, which is conducive to the 

learning of vehicle logo features by the network. The 

Swin Transformer Block is used to replace the C5 

and C7 parts of the YOLOX original backbone 

feature extraction network to obtain the ST-Darknet 

network structure. The structure of Swin 

Transformer Block is shown in Figure 3.  

As shown in Figure 3, there are two 

continuous Swin Transformer Blocks, whose main 

structures are window multi-headed self-attention 

(W-MSA) and moving window multi-headed self-

attention(SW-MSA). 

W-MSA performs Transformer operation in 

a small window, which can obtain information 

inside the window. SW-MSA is used to obtain 

information between windows, including moving 

window, cyclic shift and mask. Moving window 

operation can extract information across windows. 

In order to solve the problem that the nine window 

sizes after moving the window are inconsistent and 

cannot be calculated in batches, the cyclic shift 

method is needed. The cyclic shift is four windows, 

using mask operation, so that different regions of a 

window can use a forward to calculate the attention, 

after calculating the attention, the cyclic shift is 

restored. ST-DarkNet stacks the above W-MSA and 

SW-MSA processes after Focus and CSP operations. 

And constantly adjust the number of channels with 

convolution, so as to fully extract features in the 

process of continuous downsampling. At the same 

time, compared with the original CSP structure used 

in the structure, the self-attention mechanism in 

Swin Transformer Block can make the model 

suppress irrelevant features and better extract 

effective features, which is conducive to network 

training. 

 

3.3CSPAC Structure 

The feature pyramid enhancement feature 

extraction part of YOLOX is similar to the backbone 

feature extraction network, and also uses the CSP 

structure. The two channels of the  CSP structure are 

transformed with a 1*1 convolution respectively, 

and a 1*1 convolution is used to reduce the 

dimension after the feature fusion of the two 

channels. The 1*1 convolution is a commonly used 

module for lifting dimensions, but the receptive field 

is relatively small, which is not helpful for extracting 

features. In addition, the distribution of knowledge 

learned by the ordinary convolution kernel is 

uneven, because the center cross position is usually 
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larger on the skeleton part of the convolution kernel. 

Compared with the weight on the corner, removing 

the weight on the skeleton is more likely to lead to a 

decrease in detection accuracy. In general, the model 

learns to enhance the skeleton part of the 

convolution in each layer of the network. The 

Asymmetric Convolion Block(ACB)[27] adds 

horizontal and vertical kernels to the skeleton to 

ensure that the skeleton is stronger and follows the 

properties of the ordinary kernel. Therefore, the 

ACB module can enhance the square kernel 

convolution in the horizontal and vertical directions. 

Highlighting local key features will not cause loss of 

features while adjusting dimensions. The ACB 

structure is introduced into the CSP module in the 

original YOLOX feature pyramid. The ACB 

structure is used to improve the original 

conventional 1*1 convolution to obtain the 

improved CSPAC module to help the model pay 

more attention to the key features. The structure of 

CSPAC is shown in Figure 4. 

 

CSPAC = ACB BottleneckB

ACB

Concat ACB

 
Figure 4.CSPAC Structure 

 

After the fusion of the up-sampled features 

and the features extracted from the backbone feature 

extraction network, the 3*3 ACB module is input 

into the backbone edge and the residual edge 

respectively. After the ACB module broadens the 

receptive field rich features, it continues to further 

extract features through the residual block. The 

backbone edge continuously increases the 

convolutional layer through the residual structure to. 

After learning the features through the residual 

structure, the main edge and the residual edge are 

fused. Finally, through the ACB module to re-

strengthen the convolution of the skeleton part of the 

weight of the learning, to improve the detection 

accuracy. 

 

3×3 conv

1×3 conv

3×1 conv

Input

+ ReLU

 
Figure 5.ACB Structure 

The ACB is an innovative structure that can 

replace the standard convolutional layer with a 

square kernel, as shown in Figure5. The ACB 

contains three kernels, which are three layers of 

3*3,1*3 and 3*1 convolution kernels, and the output 

of the three layers is summed to enrich the feature 

space. Similar to the common practice in standard 

CNN, each layer in the three layers of the ACB 

module is batch normalized, called a branch, and the 

output of the three branches is added to the output of 

the ACB. 

                     𝑦 =   𝐹ℎ,𝑤,𝑐

(𝑗 )

𝑊

𝑤=1

𝐻

ℎ=1

𝑋ℎ,𝑤,𝑐

𝐶

𝑐=1

               (1) 

 

As shown in Figure 6, the sliding window 

can intuitively explain the additivity of 2D 

convolutions with different size convolution kernels. 

The three convolutional layers use the same input, 

and only the sliding window is depicted in the upper 

left and lower right corners. The key to maintaining 

additivity is that the three layers share the same 

sliding window. Therefore, by adding the kernels of 

Conv2 and Conv3 to the corresponding position of 

Conv1, then using the result kernel to manipulate the 

original input will produce the same result, as can be 

proved by Formula(1). 

 

conv2

conv3

conv1

conv

Equal

 
Figure 6.Additive property 

 

During the training process, the ACB 

module splits the 3*3 convolution kernel into three 

different shapes of 3*3, 1*3 and 3*1 convolution 

kernels for training. But in the reasoning stage, it is 
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merged into a 3*3 convolution, which does not bring 

the amount. However, the ACB module does not 

increase the amount of calculation relative to the 3*3 

convolution, but compared with the original 1*1 

convolution in the CSP module, it still increases the 

amount of parameters and calculation costs. 

Therefore, the CSPAC module is not used in the 

backbone feature extraction network to avoid 

excessive overhead, but only in the neck structure to 

replace the original CSP module, namely N4, N8 

and N11. And the detection head of YOLOX is used 

for the detection of large objects, medium objects 

and small objects. The logo belongs to small object 

detection, and the logo in some angle images 

belongs to medium object. There is little demand for 

large object detection. H3 is a detection head for 

detecting large objects. The features processed by 

N14 are only used for H3 detection head. The 

features used by H1 and H2 have been processed 

before. In order to avoid too many parameters and 

calculations, N14 continues to use the previous CSP 

junction. 

The CSPAC module is proposed to improve 

the neck structure of YOLOX, so that the network 

focuses on the learning of the convolution kernel 

skeleton part to better focus on local key features. 

Moreover, the CSPAC module is easier to converge 

with the network and reduces the cost of training the 

model. 

 

3.3Bicat 

The feature fusion network of YOLOX uses 

PANet. Compared with the FPN structure used by 

YOLOv3, it has a top-down feature fusion process.  

It is difficult to detect small objects in the target 

detection task. In the convolution process, the pixels 

of large objects are more than those of small objects. 

With the deepening of convolution, the features of 

large objects are easily retained, while the features 

of small objects are easily ignored with the 

deepening of network hierarchy. The FPN structure 

solves this problem to some extent. FPN takes the 

features of different resolutions generated in the 

previous step as input and outputs the fused features. 

In FPN, there is only a bottom-up feature fusion 

process. PANet establishes a new top-down path on 

the basis of FPN, which integrates shallow 

information and deep information more fully. 

Bidirectional Feature Pyramid Network (BiFPN)[28] 

deletes nodes with only one input edge. And add an 

additional edge between the input node and the 

output node in the same layer. In the Efficient Det 

network, BiFPN is reused many times to achieve a 

higher level of integration. If a multi-layer BiFPN 

structure is used in YOLOX, the network will be too 

complex. However, a prominent feature of BiFPN is 

that the feature fusion method used in the fusion 

process is weighted feature fusion. Therefore, the 

PANet structure is used to improve the neck network 

of YOLOX. Inspired by BiFPN, the original Concat 

feature fusion method is improved to weighted 

feature fusion, named Bicat. 

Concat feature fusion directly splices the 

two features. If the dimensions of the two input 

features x and y are p and q, the dimension of the 

output feature z is p + q, and the feature fusion 

method treats features of different scales equally. 

The weighted feature fusion introduces weights, 

which can better balance the feature information of 

different scales. Different input features have 

different resolutions. The contribution of these 

inputs to the output features is usually unequal. 

Adding additional weights allows the network to 

learn the importance of each input feature. 

According to the characteristics of YOLOX feature 

fusion network, the designed Bicat feature fusion 

process is shown in Figure 7. 

N×N×H

N×N×H

乘以权重

乘以权重
N×N×HN×N×H

激活函数 1×1卷积

调整通道

N×N×2H

 
Figure 7.Bicat process 

 

BiCat adopts Add fusion method, and the 

number of channels is halved compared with the 

previous Concat feature fusion method. In order to 

ensure that the subsequent feature channels are equal 

to the previous ones so that the subsequent network 

can process the features, it is necessary to perform 

feature mapping through 1*1 convolution while 

realizing channel expansion. The BiCat feature 

fusion calculation method is as Formula(2). Where 

wi is the learnable weight, and ε = 0.0001 is a small 

value to avoid numerical instability. I 1 and I 2 are 

channels of two feature layers. 

 

𝐹 =
𝑤1

𝜀 +  𝑤𝑖
2
𝑖

× 𝐼1 +
𝑤2

𝜀 +  𝑤𝑖
2
𝑖

× 𝐼2        (2) 

 

The Bicat feature fusion method can give 

higher weight to the features with stronger 
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expression ability and improve the network pair. In 

addition, compared with the previous Concat feature 

fusion method, Bicat adds the weighted feature 

maps, and the amount of information describing 

each dimension of the image increases, but the 

dimension of the description image does not 

increase, so its calculation amount is much smaller 

than the Concat method. 

 

IV. RESULTS 

4.1Experimental Environment and Parameter 

Description 

All models in this paper were implemented 

on the deep learning algorithm framework Pytorch 

1.10.1. A GeForce RTX 4090 GPU was used for 

training and testing in all of our experiments. All 

ablation experiments were trained using the standard 

stochastic gradient descent method. The training 

process selects the SGD optimizer and uses the cos 

mode to update the learning rate. The initial learning 

rate was 0.01 and the weight attenuation was 0.0005. 

The batch size was set to 2, with 300epochs per 

experiment. 

 

4.2Evaluation Metrics 

The IoU threshold was set from 0.5 to 0.95, 

as the threshold to judge whether the object 

detection was the foreground or background. The 

evaluation indexes average precision(AP), recall 

rate(Recall), and mean average precision(mAP) were 

used to evaluate the experimental results. AP is the 

mean value of accuracy when IoU is 0.5~0.95 and 

Recall is 0~1 under the current category. The 

calculation method of AP is shown in Formula (3). 

 

AP =  p(r)dr
1

0

                             (3) 

 

In other words, AP is the area under the 

two-dimensional curve drawn with the Recall as the 

horizontal axis and the precision as the vertical axis. 

MAP is the mean value of the average precision AP 

for all categories, as shown in Formula (4). 

 

                     𝑚𝐴𝑃 =
 𝐴𝑃(𝑞)𝑄
𝑞=1

𝑄
                          (4) 

 

4.3Dataset 

VLD-45[18], a new vehicle logo dataset for 

detection and recognition, was used as the 

experimental dataset. The dataset is based on the 

Web crawler technology and Pascal VOC dataset, 

containing 45 categories with 45000 images and 

50359 objects. 

 
Figure 8.Examples from the dataset 

 

The maximum image size is 7359 * 4422, 

with a minimum image size of 610 * 378. The 

proportion of vehicle signs in the image is only 0.2. 

Many types of vehicles are present in the VLD-45 

dataset, including most of the common vehicle 

brands in the current market. The dataset presents 

several research challenges, involving small objects, 

background interference, shape deformation, low 

contrast, and other issues. It has very important 

research value for small object detection tasks; some 

images in the dataset are shown in Figure 8. 

By analyzing the VLD-45 dataset, it was 

found that some images not only annotated the logo 

on the vehicle, but also annotated the logo in the 

background of the vehicle. The purpose of our 

experiment was to detect and identify the vehicle 

logo to assist in vehicle information detection. 

Consequently, we deleted the images that annotated 

the vehicle logo in the background. A total of 30000 

images were randomly selected from the remaining 

images, then the images of each category were 

randomly split into a training set and a test set. The 

ratio was 1:1, meaning that the training set and the 

test set each contained 15000 images separately 

 
4.4Experimental Results and Analysis 

In order to evaluate the proposed 

improvement method, the experiment is carried out 

according to the following process. Firstly, the 

network was used to train the training set images in 

the data set to obtain the trained model. Then, the 
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test set image was input into the model to detect the 

vehicle logo and output the experimental results. 

Firstly, in order to avoid the excessive 

addition of the channel attention mechanism, the 

detection effect is not ideal, and the ablation 

experiment is performed separately for the Bicat 

feature fusion method to determine its effectiveness. 

In the original YOLOX network, the Concat feature 

fusion method of the enhanced feature extraction 

part is improved to the Bicat method, and finally the 

Bicat method is applied to all positions that need 

feature fusion. Among them, N13 maintains the 

original Concat feature fusion method. Because the 

vehicle sign detection task belongs to small target 

detection, N12, N13, N14 and H3 do not play a big 

role in the detection task, so this part is no longer 

tested. The following 5 ablations were performed 

according to the above method. 

1. YOLOX: The vehicle sign detection 

experiment is carried out on the original YOLOX 

without any improvement; 

2. YOLOX-Bi-N3: The first up sampled 

feature in the original YOLOX is fused by Concat; 

3. YOLOX-Bi-N7: The second up sampled 

feature in the original YOLOX is fused by Concat; 

4.YOLOX-Bi-N10:The first down sampled 

feature in the original YOLOX is merged by Concat; 

5. YOLOX-Bi: The feature fusion method 

in the original YOLOX is all by Concat except N13. 

The above five improved models are tested 

on the same training set, verification set and test set. 

The results before and after improvement are shown 

in Table 1. 

Table 1. Structure and result of ablation 

experimental model 

Number Experiment Input mAP(%) 

1 YOLOX 416×416 58.35 

2 YOLOX-Bi-N3 416×416 61.35 

3 YOLOX-Bi-N7 416×416 61.30 

4 YOLOX-Bi-N10 416×416 61.71 

5 YOLOX-Bi 416×416 61.38 

 

From the experimental results in Table 1 

the detection effect of the model is improved after 

improving the N3, N7 and N10 in the original 

YOLOX network and all three parts into the Bicat 

feature fusion method. This is because Bicat 

imposes an attention mechanism when performing 

feature extraction, giving weight to the channel, so 

that the network has a focus during the training 

process. However, the effect of using BiCat in 

different feature fusion positions is different. In 

Experiment 2, the Concat of N3 is replaced by the 

Bicat feature fusion method. Compared with the 

original YOLOX detection results in Experiment 1, 

mAP increased by 3%, and the model detection 

effect was greatly improved. In Experiment 3, the 

Concat of N7 was replaced by Bicat, and mAP was 

increased by 2.95%. In Experiment 4, the Bicat 

feature fusion method was used to replace Concat at 

the N10 position, and the mAP was as high as 

61.71%, an increase of 3.36%. In Experiment 5, 

Bicat feature fusion method was used at three 

positions of N3, N7 and N10, and a good 

improvement effect was also obtained. The mAP is 

increased by 3.03%, but its increase is not as high as 

that of Bicat only in N10. The improvement effect 

from high to low is: Bicat feature fusion is used only 

in N10, Bicat method was used in N3, N7 and N10, 

Bicat method is used only in N3, Bicat method is 

used only in N7. After analysis, there may be the 

following reasons. Firstly, the detection effect of 

Bicat feature fusion method in N3 is not much 

different from that in N7, while the detection method 

in N10 is significantly higher than that in the first 

two positions. At the N10 position, the previous up 

sampling and feature fusion operations have been 

performed, and the high-level semantic information 

and the low-level location information have been 

well fused. After that, simple attention is applied to 

the channel, which can make the network pay more 

attention to the effective channel, improve the 

network learning ability, and obtain the detection 

effect which is greatly improved compared with the 

previous one. Secondly, using the Bicat method at 

the three positions of N3, N7 and N10 is worse than 

using this method only at N10. It may be because 

that after the attention mechanism is applied at all 

locations, it is easy to cause over-fitting of the 

network, resulting in a decrease in the detection 

effect. 

The above experiments and results show 

that the Bicat feature fusion method can greatly 

improve the detection results of vehicle sign 

detection tasks. And through the experimental data, 

it can be used for N10 position is the best way to 

improve, in the N10 position using Bicat feature 

fusion method can make the network better learning 

channel characteristics. When paying attention to 

deep features, we do not ignore the learning of 

shallow features. Shallow features are crucial to the 

detection of small targets. This method can improve 

the learning ability of small target features, thereby 

improving the detection accuracy of the model. In 
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order to continue to verify the influence of other 

modules on the model detection effect, the following 

five ablation experiments were continued. 

1. YOLOX; 

2. YOLOX-Bi-N10; 

3. YOLOX-ST: Replace C5 and C7 of the 

backbone feature extraction network with Swin 

Transformer Block; 

4. YOLOX-AC: The proposed CSPAC 

module is introduced to replace the original CSP 

structure (N4, N8 and N11) in the network neck; 

5. YOLOX-ST-AC-Bi(N3),the improved 

YOLOX model: Both Swin Transformer Block and 

CSPAC are introduced, and the Concat feature 

fusion method after the first down sampling of the 

neck network is replaced by the Bicat method. 

The above five improved models were 

tested on the same training set, validation set and 

test set. The results before and after improvement 

are shown in Table 2. 

 

Table2.  Structure and result of ablation 

experimental model 

Number Experiment Input mAP(%) 

1 YOLOX 416×416 58.35 

2 YOLOX-ST 416×416 60.01 

3 YOLOX-AC 416×416 61.98 

4 YOLOX-Bi-N10 416×416 61.71 

5 YOLOX-ST-AC-Bi 416×416 64.21 

 

It can be seen from Table 4.2 that compared 

with the original YOLOX model, Experiment 2 

replaced the C5 and C7 of the backbone feature 

extraction network with Swin Transformer Block, 

and the average accuracy was improved by 

1.66%.The experimental results show that the 

application of Swin Transform Block can better 

extract global features. The improved backbone 

feature extraction network can combine global 

features and local features to reduce the influence of 

complex background on vehicle sign detection. In 

experiment 3, CSPAC module was introduced to 

replace the original CSP structure of N4, N8 and 

N11 in the network neck. This method can enrich 

spatial features and strengthen the extraction of 

vehicle sign information, and the average accuracy is 

increased by 2.63%.In experiment 4, after the 

bottom-up feature fusion of the neck of the YOLOX 

network, the original Concat feature fusion method 

is no longer used after the first down sampling, but 

the Bicat method is used instead. In the process of 

feature fusion, the effective features of the image are 

paid more attention by applying weight to the 

channel. This method brings a large increase in the 

detection results, and mAP is up to 3.36% higher 

than the original YOLOX. In Experiment 5, Swin 

Transformer Block, CSPAC and Bicat were 

introduced at the same time, and mAP was increased 

by 5.86%, which proved that the improved scheme 

was feasible. 

Through the heat map, we can intuitively 

see the region of interest of the improved model to 

the image, as shown in Figure 9. It can be seen from 

the figure that the improved model can better focus 

on the characteristics of the logo position. Whether it 

is a vehicle image taken from the front or a vehicle 

image taken from the side or the rear, the model can 

pay attention to the characteristics of the vehicle 

logo. Therefore, the improved model can extract 

features in a targeted manner, achieve better 

detection results, and meet the needs of practical 

applications. 

 
Figure 9.The heat map of the output image in 

YOLOX 

 

In order to further verify the effectiveness 

of the improved model, the trained original YOLOX 

model and the improved model are used to detect the 

pictures in the test set on the VLD-45 data set 

selected in this paper. The network uses boxes to 

mark the size and location of the detected vehicle 

signs, and marks the classification and confidence of 

the target. The detection results are shown in Figure 

10. 



 

 
w w w . i j m r e t . o r g  Page 11 

International Journal of Modern Research in Engineering and Technology (IJMRET) 
www.ijmret.org Volume 8 Issue 3 ǁ May 2023. 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 
 

 

 
Figure 10. Comparison of detection effects before 

and after model improvement 

 

In the figure, the first line and the third 

behavior are the original YOLOX detection results, 

and the second line and the fourth behavior are the 

improved model detection results. Although the 

original YOLOX basically does not appear error 

detection, missed detection, etc., the confidence of 

some targets is not high. The improved model 

inherits the good detection effect of the original 

YOLOX and improves the confidence of the 

detection. 

In order to verify the detection effect of the 

model proposed in this paper, this study compares 

and tests the target detection model SSD[29], Retina 

Net[30], Free Anchor[31], Efficient Det, Center 

Net[32], YOLOv5[33]. Experiments and 

comparisons are also performed with TPH-

YOLOv5[34], which is proposed to improve 

YOLOv5 for small target detection. The 

experimental results are shown in Table 2. The table 

lists the models that detect all categories of mAP in 

the VLD-45 dataset (IoU takes 0.5 to 0.95). 

Compared with other models, the improved YOLOX 

model has the highest average accuracy and the 

highest accuracy in vehicle sign detection tasks. 

 

Table 2. Comparison of experimental model 

structure and results 

Nubber Experiment Backbone mAP(%) 

1 SSD VGG 49.87 

2 RetinaNet ResNet50 44.33 

3 FreeAnchor ResNet50 56.20 

4 CenterNet ResNet50 56.37 

5 EfficientDet_d2 Effificient 59.00 

6 YOLOv5 CSPDarknet 56.46 

7 TPH-YOLOv5 CSPDarknet 62.20 

8 MyModel ST-Darknet 64.21 

 

V. CONCLUSION 

In this paper, to solve the problem of low 

recognition rate caused by small objects, multiple 

types, and a complex background around vehicle 

logos, an improved YOLOv4-based vehicle logo 

recognition method was presented. By introducing 

Swin Transformer Block, the backbone feature 

extraction network is promoted to better extract the 

global features of vehicle images. By introducing an 

asymmetric convolution structure into the neck 

structure of the network, the receptive field is 

expanded and the ability of the network to extract 

the key features of the vehicle logo is enhanced. 

Finally, based on BiFPN, a Bicat feature fusion 

method is designed to replace the Concat method. 

Through the model's learning of channel feature 

weights, the proportion weight of related channels is 

improved, and the number of detection model 

parameters is reduced. Compared with the original 

model on the VLD-45 dataset, the mAP(IoU from 

0.5 to 0.95)of the improved vehicle logo recognition 

model was increased by 5.86%. 
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